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(U) In October 2016, the Counterintelligence Division tasked a contractor to 
identifY Russian influence activity on Twitter. The FBI contractor collected and 
analyzed a sample of Twitter activity conducted by an overtly pro-Russian 
network of 13 Twitter accounts and their followers, including automated 
accounts, which promoted US election-related news and leaked Democratic party 
emails published by WikiLeaks. 281 

(U) The apparently outsourced nature of this work is troubling: it suggests FBI either 
lacked resources or viewed work in this vein as not warranting more institutionalized 
consideration. None of the resulting analysis or even notice of the underlying activity appears to 
have been communicated to the social media company in question prior to the election. 
I 
Twitter's General Counsel told the Committee in January 2019: "To the best of our knowledge, 
Twitter received no information from the U.S. government in advance of the 2016 election about 
state ·sponsored information operations."282 

(U) Facebook, however, had more robust information exchange with law enforcement in 
2016: "In several instances before the 2016 U.S. election, our threat intelligence team detected 
and mitigated threats from actors with ties to Russia and reported them to US law enforcement 
officials, and they subsequently shared useful feedback with us."283 Still, it was incumbent on 
Facebook to initiate the dialogue with law enforcement, and the exchange of information was 
predicated on Facebook bringing foreign influence activity directed at Americans to the attention 
of the FBI. 

- Reflecting on the U.S. Government's handling of social media in.Jhe context of 
Russia's influence operations, former Deput National Security Advisor for Strategic 
Communications Ben Rhodes commented 

\,, 

281 (U) FBI, Written response to SSCI inquiry of January 3, 2019, March 1, 2019. 
282 (U) Sean Edgett, Letter to SSCI Chairman Richard Burr and Vice Chairman Mark Warner, January 25, 2019. 
283 (U) Facebook, Letter to SSCI Chairman Richard Burr and Vice Chairman Mark Warner, February 26, 2019 

of September 15, 2017 interview of 
I CIA. 
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a~ Commenting on the 

Former Homeland 
Security Advisor Lisa Monaco offered a 

- .,... - . - - . . - . - . - - - - - ·- - - ~ - -

- - - - - ·- - . . . - - -
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(U) Further increasing this challenge, detecting foreign influence operations on social 
media becomes more difficult as enabling technologies improve. In addition to the growing 
number of actors engaged in social media-facilitated, online manipulation efforts, the technology 
that aids in developing more realistic and convincing propaganda material also continues to 
advance. 

~ (U) The ongoing development of artificial intelligence and improvements to false video 
and image "Deepfake" techniques are making it more difficult to spot fake content, manipulated 
videos, and forged recordings online. "Deepfakes" entail using artificial intelligence-based 
technology to create or alter video content so that it appears to present something that did not 
actually occur. Although these capabilities are relatively nascent, they are being perfected at a 
pace that eclipses the effort to create the technology for detecting and mitigating fraudulent 
media content. 

(U) Advanced micro-targeting in the commercial sector is also rapidly becoming more 
effective. Propagandists will be able to continue to utilize increasingly advanced off-the-shelf 
capabilities to target specific individuals with highly targeted messaging campaigns. 

285 (U) SSCI Transcript of the Interview with Benjamin J. Rhodes, Former Deputy National Security Adviser for 
Strategic Communications, July 25, 2017. 
286 (U) Ibid. 
287 (U) SSCI transcript of the Closed Hearing on White House Awareness ofand Response to Russian Active 
Measures, July 17,2018. 
288 (U) SSCI Transcript of the Interview with John Carlin, Former Assistant Attorney General for National Security, 
September 25, 2017. 
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(U) Automation is also getting better. Bots-already advanced in sophistication relative 
to predecessor generations-are becoming harder and harder to detect. Researchers, including 

. Emilio Ferrara and his team from the University of Southern California and the University of 
Indiana, have studied the increasing sophistication of automated accounts. Their research 
suggests a detection "arms race,'' between the purveyors of automated activity and those intent 
on its reliable identification, similar to the fight against the indiscriminate dissemination of 
commercial content to vast unsoliciting audiences, or "spam,'' in the past.289 

(U) In addition, as the larger social media platforms begin to increase their detection 
capabilities, disinformation tactics have begun to shift to accommodate those changes. Influence 
operatives have begun to move away from targeting Facebook and Twitter newsfeeds, 
transitioning to messaging platforms like WhatsApp, Telegram, and WeChat. These direct 
interactions are much harder to detect and if these tactics are scaled, they could have a significant 
effect on target audiences. 

(U) The evolution and proliferation of the core influence techniques used by the IRA 
could jeopardize facets of American society that have yet to be attacked by;influence operatives. 
The same bots, trolls, click-farms, fake pages and groups, advertisements, and algorithm-gaming 
the IRA used to conduct an information warfare campaign can be repurposed to execute financial 
fraud, stock-pumping schemes, digital advertising manipulation, industrialized marketing of 
counterfeit prescription drugs, and scaled deceptions that spread malware. 

Facebook CEO Sheryl 
Sandberg testified to the Committee in 2018 that, "Our focus is on inauthenticity, so if something 
is inauthentic, whether it's trying to influence domestically or trying to influence on a foreign. 
basis-and actually a lot more of the activity is domestic-we take it down."291 But as the IRA's 
approach suggests, the current constructs for removing influence operation content from social 
media are being surpassed by foreign influence operatives, who adapt their tactics to either make 
their inauthenticity indiscernible, their automated propagation too rapid to control, or their 
operations compliant with terms of service. 

(U) An October 2018 report provided to the Committee by social media analytics firm 
Graphika indicates that Russian disinformation efforts may be focused on gathering information 
and data points in support of an active measures campaign targeted at the 2020 U.S. presidential 

289 (U) Emilio Ferrara, et al., "The Rise of Social Bots," Communications of the ACM, July 2016, Volume 59, 
Number 7, 96-104, https://cacm.acm.org/magazines/2016/7 /20402 l-the-rise-of-social-bots/fulltext#R22. 
290 

291 (U) Sheryl Sandberg, Hearing before the Senate Select Committee on Intelligence, September 5, 2018, available 
at https://www.intelligence.senate.gov/hearings/open. 
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election. The USA Really website and its affiliated social media channels, which have been 
linked to the IRA on the basis of technical findings, have "engaged in a number of campaigns 
seemingly focused on gathering personal information (emails, phone numbers, and bank details) 
of US-based audiences sympathetic to Russian disinformation topics."292 . 

X. (U) THE COMMITTEE'S REVIEW OF RUSSIA'S USE OF SOCIAL MEDIA 

(U) Throughout 2017, 2018, and 2019, in addition to its review of classified information 
on the topic, the Committee worked to elevate public awareness of the threat posed by Russia 
online, an effort that included applying pressure on social media companies to more fully 
examine their platforms for suspected Russian government activities. 

(U) On March 30, 2017, the Committee held a public hearing for the purpose of 
discussing Russian malign influence efforts. The hearing, entitled "Disinformation: A Primer in 
Russian Active Measures and Influence Campaigns," included testimony from a number of 
expert witnesses who provided insights into the mechanics of Russian influence operations and 
warned that Russian social media manipulation "has not stopped since the election in November 
and continues fomenting chaos amongst the American populace."293 Committee Members joined 
witnesses in calling on social media companies to do more to uncover the Russian active 
measures activities occurring on 'their platforms. In the wake of the hearing, the Committee 
publicly and privately pressed social media companies to release more information about the 
activity of Russian actors on social media in the lead-up to the 2016 election. 

(U) On April 27, 2017, Facebook released a white paper detailing an array of malicious 
information operations by organized actors on the Facebook social media platform.294 Though 
the paper implicitly attributed the operations to Russian intelligence actors, the company had yet 
to uncover the substantial operational activity of the IRA. 295 Finally, in late summer 2017, 
Face book notified the Committee of its findings from an: internal information security 
investigation which uncovered 470 accounts, groups, and pages linked to the IRA.296 

292 (U) Graphika Strategic Assessment, USA Really Shows a New Face of Russian_ Disiriformatipn Efforts Against 
the US, October 10, 2018. 
293 (U) Clint Watts, Written Testimony, Hearing before the Senate Select Committee on Intelligence, March 30, 
2017, available at llttps://www.intelligence.senate.gov/hearings/open. 
294 (U) Jen Weedon, William'Nuland, and Alex Stamos, "Information Operations and Facebook," Facebook 
Newsroom, April 27, 2017, https://fbnewsroomus.files.wordpress.com/2017 /04/facebook-and-information-
operations-vl.pdf. · 
295 (U) The Facebook white paper specifically stated that Facebook was not in a position to make "definitive 
attribution" to the actors sponsoring this activity. However, it was willing to publicly say that the data it uncovered 
"does not contradict the attribution provided by the U.S. Director ofNational Intelligence in the report dated January 
6, 2017." This is a clear reference to Russian-linked activity. Alex Stamos, one of the authors of the white paper, 
also made clear to SSCI staff in a briefing around that time that indicators pointed to Russian-linked intelligence 
activity. 
296 (U) Facebook briefed Committee staff on its findings on September 6, 2017, and publicized those same findings 
later that day. 
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(U) The subsequent September 2017 release of IRA-linked account information by 
Facebook publicly confirmed the existence of IRA-purchased advertisements. This precipitated 
audits at Twitter, Google, Y ouTube, Reddit, and other social media companies, which uncovered 
additional accounts and activity originating with the IRA. As more and more information -
became public, the wide-ranging and cross-platform nature of the attack emerged. The 
Committee made formal requests to multiple social media companies for any data associated 
with these operations, in order to better assess Russia's tactics and objectives. On the basis of 
negotiations with the Committee, several companies-including Facebook, Twitter, and 
Google-. furnished varying quantities of data not previously released. 

(U) Beginning with an initial delivery of metadata and content in late 2017, Facebook, 
Twitter, and Google provided the Committee with information relating to a number of IRA
affiliated social media accounts, including advertisements purchased in connection with those 
accounts, consisting of: 

• < Metadata and content associated with 81 Facebook Pages, including approximately 
61,500 unique Facebook organic posts and 3,393 paid advertisements; 

• Similar information from nearly 116,000 Instagram posts across 133 Instagram accounts; 

• Metadata and content of approximately 10.4 million tweets across J,841 Twitter 
accounts, as well as unique account information; and, 

• Approximately 1, 100 Y ouTube videos ( 43 hours of video) across 17 account channels. 

(U) Each of these accounts and their associated activities were determined to be 
connected to the IRA by the social media companies themselves, based on the companies' 
internal investigations.297 This cooperation by the social media companies secured for the 
Committee a significant and unique dataset on which to base further study into IRA activities. 
Much of the analysis in this report derives from that initial dataset.298 The datasets provided to 
the Committee demonstrate the IRA's tactics and capabilities, and add depth to the public's 
understanding of how the IRA conducted its information warfare campaign against the United 
States in 2016. 

(U) In order to thoroughly examine this sizeable aggregation of technical data, the 
Committee sought assistance from the TAG. At the Committee's request, the two TAG working 

297 (U) The Committee has not attempted to make an independent determination as to the accuracy of the social media 
companies' internal investigations or the ·true provenance of the accounts themselves, though the Committee does 
believe that the data provided is almost certainly not the entirety of the IRA's activity on these platforms. Subsequent 
reporting and additional research from outside analysts have corroborate~_ much of the original attribution from the 
companies. 
298 (U) Twitter has since published its entire dataset on IRA-linked activity. On October 17, 2018, Twitter publicly 
released all the accounts and related content it has identified so far as associated with the activities of the IRA, 
dating back to 2009. 
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groups each conducted an independent, expert analysis of the social media company-provided 
dataset. Combining this dataset with the TAG's own internal research and data analytic 
capabilities, the TAG working groups studied U.S. social media platforms for indications of 
additional and undiscovered Russian foreign influence activity. Ultimately, the three TAG 
working group leads provided their findings and analysis to the Committee in a series of 
presentations that included staff briefings, a closed Member briefing, and a full Committee 
public hearing held on August 1, 2018. 

' 
(U) The TAG working groups each published their findings in two public reports that 

were released.on December 17, 2018. The efforts ofthe 1TAG working groups, and the team 
leads specifically, resulted in two valuable publications that have significantly informed the 
Committee's understanding of Russia's social media-predicated attack against our democracy. 
The Committee supports the general findings of the TAG working groups, and notes that much 
of this Volume's analysis is derived from their work. The two reports are attached as addendums 
to this Volume. · 

XI. (U) RECOMMENDATIONS, 

(U) This challenge requires an integrated approach that brings together the public and 
private sectors. This approach must be rooted in protecting democratic values, including 
freedom of speech and the right to privacy. The Federal government, civil society, and the 
private sector, including social media and technology companies, each have an important role to 
play in deterring and defending against foreign influence operations that target the United States. 

A. (U) Industry Measures 

(U) The Committee recommends that social media companies work to facilitate greater 
information sharing between the public and private sector, and among the social companies 
themselves about malicious activity and platform vulnerabilities that are exploited to spread 
disinformation. Formalized mechanisms for collaboration that facilitate content sharing among 
the social media platforms in order to defend against foreign disinformation, as occurred with 
violent extremist content online, should be fostered. As'researchers have concluded: "Many 
disinformation campaigns and cyber threats do not just manipulate one platform; the information 
moves across various platforms or a cyber-attack threatens multiple companies' network security 
and data integrity. There must be greater cooperation within the tech sector and between the tech: 
sector and other stakeholders to address these issues."299 The Committee agrees. 

(U) This should not be a difficult step. Models for cooperation already exist and can be 
developed further: · 

299 (U) Harmful Content: The Role of Internet Platform Companies in Fighting Terrorist Incitement and Politically 
Motivated Disinformation, Stem Center for Business and Human Rights, New York University, November 3, 2017, 
http://www.stem.nyu.edu/ experience-stern/faculty-research/harmful-content-role-internet-platform- companies
fighting-terrorist-incitement-and-politicall y. 

78 

COMMITTEE SENSITIVE - RUSSIA INVESTIGATION ONLY 



I ~, 

I 
I 

COMMITTEE SENSITIVE-RUSSIAINVESTIGATION ONLY 

• (U) Googk, Facebook, Twitter, and Microsoft already maintain a common database of 
digital fingerprints identifying violent extremist videos. These four companies also 
participate in a Cyberhate Problem-Solving Lab run by the Anti-Defamation League's 
Center for Technology and Society. 

• (U) Dozens of tech companies participate in the Global Network Initiative, a tech policy 
forum devoted to protecting digital rights globally. · 

• (U) Other examples include the Global Internet Forum to Counter Terrorism, whose goal 
is to substantially disrupt terrorists' ability to disseminate violent extremist propaganda, 
and glorify real-world acts of violence; and the National Cyber Forensics and Training 
Alliance, a nonprofit partnership between industry, government, and academia that 
enables cooperation to disrupt cyber-crime. · 

• (U) Two models from the world of financial intelligence are the UK's Joint Money 
Laundering Intelligence Taskforce ~nd the United States' Financial Crimes Enforcement. 
Exchange. 

) 

(U) At the urging of the Committee, social media companies have begun to share 
indicators, albeit on an ad hoc basis. 

(U),;The Committee further recommends that social media companies provide users with: 

\ 
• (U) Greater transparency about activity occurring on their platforms, including disclosure 

·of automated accounts (i.e., bots); 

• (U) Greater context for users about why they see certain content; 

• (U) The locational origin of content; and, 

• (U) Complete and timely public exposure of malign information roperations. 

(U) Social media platforms are not consistent in proactively, clearly, and conspicuously 
notifying users that they have been exposed to these efforts, leaving those who have been 
exposed to the false information or accounts without the knowledge they need to better evaluate 
future social media content that they encounter. Notifications to individual users should be 
clearly stated, device neutral, and provide users all the information necessary to understanding 
the malicious nature of the social media content or accounts they were exposed to. 

/ \ 

(U) Finally, the analytic and computational capabilities of outside researchers should be 
put to greater use by the social media companies. Although social media companies have 
released some data about the manipulation ,of their platforms by foreign actors, the Committee 
recommends that social media companies be more open to facilitating third-party research 
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designed to assist them in defending their platforms from disinformation campaigns. The results 
of collaboration with outside researchers should be shared with users who have been exposed to 
disinformation. 

B. (U) Congressional Measures 

(U) The Committee recommends that Congress· consider ways to facilitate productive 
coordination and cooperation between U.S. social media companies and the pertinent 
government agencies and departments, with respect to curtailing foreign influence operations 
that target Americans-to include examining laws that may impede that coordination and 
cooperation. Information sharing between the social media companies and law enforcement 
must improve, and in both directions. Data must be shared more quickly and in a more useful 
manner. This will improve the ability of social media companies to quickly identify and disclose 
malign !foreign influence operations to the( appropriate authorities, and it will improve the ability 
oflaw enforcement agencies to respond in a timely manner. 

(U) Informal channels of communication may not be sufficient to accomplish this goal. 
As part of its examination, Congress must assess whether formalized information sharing 
between law enforcement and social media companies is useful and appropriate. Certain 
statutory models already exist, such as U.S. Code, Title 18, Section' 2258A (Reporting 
requirements of providers). That section requires social media companies to report any apparent 
violations of laws relating to child sexual exploitation to the National Center for Missing and 
Exploited Children (NCMEC). NCMEC is a private, non-profit entity that serves a statutorily 
authorized clearinghouse role: it receives the providers' reports, assesses the reports for 
criminality and threats to children, and refers them to the appropriate law enforcement authorities 
for action. Formalizing a relationship between social media companies and the government does 
present some legal considerations,300 but these should not be prohibitive. 

(U) Further, the Committee recommends that Congress examine legislative approaches 
to ensuring Americans know the sources of online political advertisements. The Federal Election 
Campaign Act of 1971 requires political advertisements on television, radio and satellite to 
disclose the sponsor of the advertisement. The same requirements should apply online. This 
will also help to ensure that the IRA or any similarly situated actors cannot use paid 
advertisements for purposes of foreign interference. 

(U) Finally, Congress should continue to examine the full panoply of issues surrounding 
social media, particularly those items that may have.some impact on the ability of users to 
masquerade as others and provide inauthentic content. Issues such as privacy rules, identity 

300 (U) For example, courts have considered whether NCMEC and providers should. be considered state actors and 
therefore subject to Constitutional requirements such as the Fourth Amendment when identtfying and sharing child 
exploitation material with law enforcement. See, e.g., United States v. Reddick, 900 F.3d 636 (5th Cir. 2018) 
(holding that provider acted in a private capacity when identifying and reporting child exploitation images to 
NCMEC); United States v. Ackerman, 831 F.3d 1292 (10th Cir. 2016) (holding that NCMEC was a state actor when 
reviewing and reporting child exploitation material to law enforcement). ' 
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validation, transparency in how data is collected §ind used, and monitoring for inauthentic or 
malign content, among others, deserve continued examination. In addition, Congress should · 
_1?1onitor the extent to which social media companies provide users with th~ information laid out 
in section A and, if necessary, take remedial steps. 

C. (U) Executive Branch Measures 

(U) The Committee recommends that the Executive Branch should, in the run up to the 
2020 election, reinforce with the public the danger of attempted foreign interference in the 2020 
election. 

(U) Addressing the challenge of disinformation in the long-term will ultimately need to 
be tackled by an informed and discerning population of citizens who are both alert to the threat 
and armed with the critical thinking skills necessary to protect against malicious influence. A 
public initiative-propelled by federal funding but led in large part by state and local education 
institutions-focused on building media literacy from an early age would help build long-term 
resilience to foreign manipulation of our democracy. Such an effort could benefit from the 
resources and knowledge of private sector technology companies. 

(U) Additionally, and in concert with initiatives that heighten public awareness about 
disinformation, media organizations should establish guidelines for using social media accounts 
as sources, to guard against quoting falsified accounts or state-sponsored disinformation. 

(U) The Committee further recommends that the Executive Branch stand up an 
interagency task force to continually monitor and assess foreign country's use of social media 
platforms for democratic interference. The task force should periodically advise the public and 
Congress on its findings and issue annual reports providing recommendations to key actors, 
including executive branch departments and agencies, industry, and civil society. The task force 
should also develop a deterrence framework to inform U.S. Government responses to foreign 
influence efforts using social media. 

(U) The Committee further recommends that the Executive Bra!lch develop a clear plan 
for notifying candidates, parties, or others associated with elections when those individuals or 
groups have been the victim of a foreign country's use of social media platforms to interfere in 
an election. The plan should provide standards for deciding who to notify and when, and should 
clearly delineate which agencies are responsible for making the notifications and to whom. 

D. (U) Other Measures 

(U) The Committee recomme:qds that candidates, campaigns, surrogates fm: campaigns, 
and other public figures engaged in political discourse on social media be judicious in 
.scrutinizing the sources of information that they choose to share or promote online. Such public 
figures, precisely because of the reach of their networks, are valuable targets for adversaries, and 
can quickly be co-opted into inadvertently promoting a foreign influence operation. 
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(U) Amplification of foreign content, intentional or otherwise, is celebrated by those like 
the IRA, who wish to enflame our differences in order to advance their own interests. The 
Committee recommends that all Americans, and particularly those with a public platform, take on 
the responsibility of doing due diligence in their use of social media, so as to not give greater 
reach to those who seek to do our country harm. 

' 
(U) The Committee recommends the implementation of a Public Service Announcement 

(PSA} campaign, potentially by the" social media industry or by government actors, that promotes 
· infornied social media behavior and raises awareness about various types of foreign influence 
and interference activity that is targeting American citizens, businesses, and institutions. Foreign 
influence campaigns that target social media users in the United States should receive similar 
attention to the dangers of smoking and the environmental risks of pollution. Broader exposure 
of specific foreign government linkages to social media content and influence actiyities would 
handicap the effectiveness of information operations. . · 

( 
\ 
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XII.(U) Additional Views ofSenatorWyden · 

(U) lf Americarr dernoctacyis .goii:ig~to withstand the' onslaught of foreign govemnient 
influence campaigns targeting· U. s·. elections,.otlr ·government must address the problem of 

. targeted adsancf other con:tenttailored> to consumers' demographic and political profiles; 
Targeted influence·, carilpai.gns.,can weaponize personal information about Americans~ not just to 
manipulate how~ orwhetherthey vote; buMo identify and use real individuals to amplify content 
and-influence like-minded followers' Targeted influence campaigns are far more effective and 
cost-efficient than blatiket dissemination of. propaganda. They are also more deceptive-and 

· substantially harder to identify and expose . 

. . (U) While the Committee"s description ofRussia's•2016.influence campaign is deeply 
troubling, even more sophistfoated' and effective options are awaifable to ·adversaries who buy, 
steal; or otherwiseOotain information abouttheAmeric·ans<they are seeking to influerni:e. This/ 
threatis-increased.due to the availability of ad micro-targeting services -offered by sotiaLmedia 

·and online advertising companies, particularly those that deliver ads to specific Americans· based 
on: aJist-of email addresses, or telephone:nuriibeFs provided by an advertiser~ Such ad targeting 
sy.stems are highly prone to abuse when coupled With private information about Americans~ 
which is widely· available because of weak:corporate data security· and• privacy practiees; the 

· absence -of strong p,rivacy,laws; and the booming,marketfor ·commercial data brokets, whose 
practices are largely, unregulated. Eachofthese:problems demands an effective response. 

··-.., 

(U) The Committee repottstatesthat~in 2016,JRAoperators did nbt take advantage of 
all of Facebook's targetin:gcapabilities; including "€ustom Audiences," which·would have 
allowed the Russians·to use outside' data and cdntact information: to conduct "advanced rhicro
targeting: "I The danger posed by these services.is magnified byethe ease with which personal 
data can be purchased ot stolen by a foreign adversary with advanced cyber capabilities. Indeed, 
as·theDepartment Of Justices indictment against the IRA revealed, the IRA used stolen 
identities1ofreal Americans to create accounts and post content, purchase advertising on social· 

media sites and flnan~e th6i; influence·adivities through Pay PaL2 

{U} In the wak~ of the 20 l 6influence campaign by Russia, the social media, companies, 
announced. transparency' measures that allow the recipients of targeted' ads to understand how 
they were selected to see the ack However, these transparency measures only apply when the 
tech companies are doing.the targeting on behalf of the advertiser, for example when an 

. advertiser asks Face book to deliver ifs acls-td a particular age and gender demographic. The 
·companfes<'ad transparency, systems.do not apply to services like Custom Audiences through 
wllicli the platform merely serves as a messenger for.ads directed according to a list of targets 
obtained by the malign influencer .from a data broker or a hacke& database. I have already 
publicly called on the social media platforms to voluntarily suspend the use of Custom 
Audiences arid other rriicro-'targeting services for political and issue ads, and I repeat that call 

· 1 (Uj Facebook. has acknowledged tnat the IEA used custom audiences based on user engagement with certain IRA 
pages: See IfosJDonses by. Facebook tO Questions for the· Record from Senator Wycien from hearing on September 5, 
2018,submitted Odober26, 2018, p': 45. 
2 (U) Indfctrhent,. Unife(lSiates of America:v: Internet Researc~·Agency et al., ,Case· 1: 18~cr-00032-DLF (D:D.C. 

·. Febmary .. 16, 2018). 



here. 3 Until Face book, Google, a_nd Twitter have developed effective defenses to ensure that 
theiqtd micro~targeting systems cannot be exploited by foreign governments to influence 
American elections, these companies must put the integrity of American democracy over their 
profits. -

(U) At the Committee's September 5, 2018, hearing, I asked Facebook's Chief Operating 
Officer Sheryl ~andberg and Twitter's Chief Executive O(ficer Jack Dorsey whether increased 
protections and controls to de(end personal privacy should be a national security priority. Both 
witnesses answered in the affirmative, Weak data privacy policies increase the ability of-foreign 
adversaries to micro-target Americans for purposes of election interference. Facebook's total 
failure to prevent Cambridge Ana.lytica and Aleksandr Kogan from obtaining sensitive personal 
data about Facebook users, as well as Facebook's troubling data-sharing partnerships with ~ 
Chinese smart phone manufacturers; demonstrate clear gaps in federal data privacy laws and 
highlight obvious weaknesses that could be exploited in future influence campaigns.4 

(U) Broad, effective data se·curity and privacy policies, implemented across the platforms 
and enforced by a tough, competent government regulator, are necessary to prevent the Joss of 
consumers' data and the abuse of that data in election influence campaigns. Congress should 
pass legislation that addresses this concern in three respects. First, the Federal Trade. 
Commission must be given the power to set baseline data security and privacy rules for 
companies that store or share Americans' data, as well as the authority and resources to fine 
companies that violate.those rules, Second; companies should be obligated to disclose how 
consumer information is collected and shared and provide consumers the names of every 
individual or institution with whom their data has been sh~ed. Third, consumers must be given 
the ability to easily opt out of commercial data sharing. 

(U) Companies that hold private information on Americans also must do far more to 
protect that information from hacking. That includes telecommunications companies that hold 
information. about customers' coin:municatfons, web browsing, app· usage and location. -Too 
much of thisinfonnation is held for too long, increasing the risk that it will be hacked. Besides 
strengthening their cyber security practices, companies can take steps;to delete consumer 
information as soon as it is not absolutely necessary for business purposes. 

(U) Increased transparency is another critical priority if the United States is to defend 
itself against foreig11 election influen~e campaign~;. A dear lesson from 2016 is that the U.S. 
public needs information about influence campaigns prior to the election itself. That includes 
information about U.S. adversaries' attempts to undermine some candidates while assisting 
others. In 2016_, the specific intent of the Russians was not made public during the election. 
Intelligence related to Russian intent was not even made available to the full Committee until 
after the election, at which point I and other members called for its declassification. And it was 
not until the publication of the Intelligence Community Assessment in January 2017 that the 
public was finally provided this informaJion. 

-
3 (U) Donie O'Sullivan, "Senator calls on Facebook and Google to ban political ad targeting," CNN, August 14, 
2019. . . -
4 (U) See Responses by Facebook to Questions for the Record from-Senator Wyden from hearing on September 5, 

' 2018, submitteq October 26, 2018, pp. 46~55. · 
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Between now and the 2020 election, the Intelligence Community 
mustfind ways to keep the U.S. public informed not only of individual influence operations, but 
the Community's assessment of the goals and intent of Russia and other foreign adversaries. 

Nationallntelligence C()uncil, Sense of the Community Memorandum,' 
~'September 13, 2019. 
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